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ABSTRACT

Creating product ecosystems hasbeen one of the strategic ways to enhance user experience and business
advantages. Among many, customer needs analysis for product ecosystems is one of the most challenging

tasks in creating a successful product ecosystem from both the perspectives of marketing research and
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product development. In this paper, we propose a machine learning approach to customer needs analysis
forproduct ecosystems by examining a large amount of online user-generated product reviews within a
product ecosystem. First, we filtered out uninformative reviews from the informative reviews using a
fastText technique. Then, we extract a variety of topics with regard to customer needs using a topic
modeling technique named latent Dirichlet allocation. In addition, we applied a rule-based sentiment
analysis methodto predict not only the sentiment of the reviews but also their sentiment intensity values.
Finally, we categorized customer needs related to different topics extracted using an analytic Kano model
based on the dissatisfaction-satisfaction pair from the sentiment analysis. A case example of the Amazon
product ecosystem was used to illustrate the potential and feasibility of the proposed method.

Keywords: Machine Learning, Customer Needs Analysis, Product Ecosystems, KanoModel

INTRODUCTION

With the development of the economy, the success of a business depends more
on the overall experience embeddedin a product ecosystem than on the power of
individual products. A product ecosystem incorporates a focal product at the center
with numerous other supporting products and servicesto deliveran entire experience
so that other more disjointed offerings cannot compete [1]. Good examplesinclude
Apple and Amazon product ecosystems. A customer usually enters the product
ecosystem by buyingthe hardware (e.g.,iPhone from Apple or Kindle tablet from
Amazon).Then s/he isable to access to unlimited resources and content within the
product ecosystem and to take advantage of opportunities, which could have been
unavailable otherwise. Once the customer enters such an ecosystem, it is significantly

difficultto exitdue to the fact that the cost involvedto transfer the applicationsand
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content to other devices can be huge [2]. Therefore, companies, built on product
ecosystems, are not only selling their productsand services, but also selling, more
importantly, the best possible userexperience whenall levels of experience are
delivered froma single source.

Although the concept of the product ecosystem looks promising for strategic
business advantages, it is challenging to support product ecosystem design for user
experience. Jiao et al. [3] suggested that product ecosystem design should incorporate the
notion of ambience or context where human-product interactions were operating to
improve user experience. Zhou et al. [1] examined the fundamentals of product
ecosystem design for user experience and pointed out that high-level needs, including
affective and cognitive needs, should be considered to improve user experience.
Furthermore, they proposed a product ecosystem design framework with three
consecutive and iterative stages, i.e., affective-cognitive need acquisition, affective-
cognitive analysis, and affective-cognitive fulfillment. In this paper, we attempt to
examine customer needs acquisition and analysis for a whole product ecosystem. While it
is relatively easy to focus on one product at a time, it is time-consuming and challenging

to reveal and analyze customer needs underlying a complete product ecosystem.

Technical Challenges

Collecting Voice of Customer (VoC) Data for Product Ecosystems: Unlike a single
product, a product ecosystem ofteninvolves multiple interdependent products and
services, which makes it difficult to collect data about customer needs from a small

number of users. First, the designers of various products and services of the product
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ecosystem are required to systematically understand the needs of a whole product
ecosystem. Second, data of customer needs connecting the interrelations of various
products withinthe product ecosystem are also essential todeliver an optimal level of
user experience. Traditional methods, such as interviews, focus groups, and
ethnographic approaches [4], may be too time-consumingforshort product
developmentleadtimeintoday’s competitive market [5].

Tackling Ambiguities and Scales of the VoC Data: Customerneeds are often expressed
in the form of natural language, and thus tend to be ambiguous [6], especially for high-
level customer needs. Traditional methods often make use of qualitative methods, such
as ethnographicresearch, to create a deeperunderstanding of customers [7]. However,
such methods demand a large number of resources from subject matter expertsand
thus are costly and time-consuming. Another challenge is how to effectively and
efficiently analyze text data [8]. Whether the VoCdata are collected through traditional
subjective methods or recent online product reviews, the large scale and
unstructuredness of text data often make it costly to deal with.

Categorizing Customer Needs for Product Ecosystems: After we obtain customer needs,
itis important to classify customer needsin terms of their priority and importance in
satisfying customer needs and creating an optimal level of userexperience. This task is
complicated by the fact that there are numerousinterdependent products and services
withinthe product ecosystem. Among many, the Kano model [9] was widely applied to

understand differenttypes of customer needs. However, the Kano categories are usually
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gualitative in nature and they cannot precisely measure the degree to which customers

are satisfied [10].

Strategy for Solutions

Online User-generated Data: Online user-generated data has proved to be a promising
source to identify customer needs more efficiently and effectively than other data
sources collected by traditional subjective methods [8]. First, such data are often large-
scale and easy to obtain at a low cost. For example, Amazon Echo Dot 2 has more than
120,000 product reviewson Amazon.com, and such reviews often describe the product
user experience indifferent use casesfrom various perspe ctives [11]. Second, customer
needscan be extracted from these online user-generated data. For example, Archak et
al. [12] capitalized onsuch data to understand customer preferences and predict
product choicesand demands. Zhou et al. [13] analyzed online product reviews using
sentimentanalysis and case-based reasoningto extract both customers’ explicitand
latent customer needs. Hence, in this research, we will collecta large amount of online
user-generated reviews of a product ecosystem to extract customer needs.

Text Data Analysis Using Machine Learning Methods: Due to the huge amount of
online user-generated dataand the ambiguity involved in natural language, itis often
too time-consumingto manually code the data for customer needs analysis. In this
research, we will make use of state-of-the-art machine learningmethods to analyze
online user-generated reviews. First, we need to sift through the data to filterout noise
from a large amount of raw data with high efficiency and accuracy at the same time. We

propose to employ a supervised machine learningtechnique, i.e., fastText [14]. Itis
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significantly more efficientthan deep learningmodelsintraining and testing but is often
as accurate as deeplearningclassifiers. Such a step greatly improvesthe quality of data
and reduces the ambiguity of customer needs embeddedin noisy textdata. Second, we
will apply a topic modelingtechnique, named LDA (Latent Dirichlet Allocation) [15], to
extract different topics of the product reviews, indicating different groups of customer
needs. LDA is an unsupervised machine learningtechnique with high efficiency andis
able to generate differenttopics related to customer needs automatically at the product
ecosystemlevel, which are then combined with the quantitative customer preferences
as input to categorize customer needs for the product ecosystem. Third, we use a rule-
based (i.e., unsupervised) sentiment analysis tool, i.e., VADER (Valence Aware Dictionary
and sEntiment Reasoner) [16] to understand customer preferences quantitatively within
the product ecosystem. VADER not only recognizes the sentiment of product reviews
but also produces intensity scores with extremely good accuracy, which is critical to
analyze the degree of customer satisfaction and dissatisfactioninthe following step.
Analytical Kano Model: In order to categorize customer needs quantitatively fora
product ecosystem, we will apply an analytical Kano model [10] with tangible criteria
based on the output of the quantitative customer preferences and topics from the
previous steps. The tangible criteria are based on satisfaction and dissatisfaction scores
derived from the sentimenttool, i.e., VADER, automatically for the whole product
ecosystem.

In summary, the contributions of this research inunderstanding customer needs of

product ecosystems are twofold. First, we examine the customer needs of a whole
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product ecosystem and theirinterdependencies across multiple products and services,
as shown in Fig. 6 and Fig.9; In addition, the proposed method is able to show the
evolution of various customer needs within the product ecosystem along the temporal
dimension, asevidencedinFig 7 and Fig. 9. Second, we integrate machine learning
techniqgueswith the analytical Kano model seamlessly to understand different
categories of customer needs withinthe product ecosystems. The original Kano model
has been well established in supporting product specification by providinginsightsinto
differenttypes of product attributesthat are perceivedto be of differentlevels of
importance to customers qualitatively. However, the original Kano model was
constructed through customer surveys, which can be very cumbersome and costly for
each and every product attribute within the whole product ecosystem [10]. By
integrating the analytical Kano model with the proposed machine learning methods, it
facilitates the process of customer needs analysis for product ecosystems more
efficiently by speeding up data collection and analysis and more effectively by providing
guantitative measures. Furthermore, the proposed method balances the tradeoffs
between supervised and unsupervised machine learningtechniques. We use a
supervised machine learning technique, fastText, to make sure that the noise withinthe
online product review data is filtered out. Then, we use unsupervised sentiment analysis
(i.e., VADER) and topic mining (i.e., LDA) techniques to understand customer satisfaction

quantitatively and efficiently underthe paradigm of the analytical Kano model.
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RELATED WORK

Product Ecosystem Design: The concept of the product ecosystem emphasizesthe
interrelated connections between different products and services withina coherent
process. Levin et al. [17] examined multiple devices, including smartphones, tablets,
TVs, computers, and beyond, to create user experience froman ecosystem’s
perspective.Zhou et al. [18] proposed a simulation method to capture causal
relationships between userexperience and design elements to support product
ecosystemdesign. Gawer and Cusumano [19] identified two types of platforms,i.e.,
company-specificplatforms and industry-wide platforms. For company-specific
platforms, a number of derivative products and services can be developed underone
common ecosystem to promote innovation and user experience, whereas, forindustry-
wide platforms, complementary products, services, and technologies can be developed
within an innovative business ecosystem.

Althoughindustrial standards of interfaces and design processes govern the evolution of
product ecosystemsto a large extent(e.g., the universal serial bus standards), product
ecosystemsare able to create great user experience and strategic business advantages.
Oh et al. [20] presented a product-service system design framework within a business
ecosystem, including manufacturers, suppliers, and content providers, to identify design
factors for products and services. Lee and AbuAli [21] proposed an operating systemto
support systematicinnovative thinking for product ecosystems. Berkovich et al. [22]
examined various methods in requirements engineering of product, software, and

service engineeringinorderto connect concepts across differentdomains and enable


https://paperpile.com/c/QjWuX2/wt5D
https://paperpile.com/c/QjWuX2/qy6b
https://paperpile.com/c/QjWuX2/EqU4
https://paperpile.com/c/QjWuX2/yZWx
https://paperpile.com/c/QjWuX2/qEUf
https://paperpile.com/c/QjWuX2/3a6m

ASME Journal of Mechanical Design

integrated requirements engineering for product ecosystems. Santos [23] discussed
various tools to analyze sustainable product-service system design. Zhou et al. [1]
investigated the fundamental issues of product ecosystem design and proposed a
conceptual model to elaborate on the critical factors and the operational mechanism of
product ecosystem design for user experience. They also proposed a three -stage
framework of product ecosystem design, including affective-cognitive need acquisition,
affective-cognitive analysis, and affective-cognitive fulfillment. However, the framework
is mainly conceptual, and no concrete guidelines were provided for each step.
Customer Preferences and Needs Analysis: Customer preferencesand needs are key to
product success and it isimperative to analyze customer preferences and needs at the
early stages of product design. Many researchers examined customer preferencesand
needs from choice modelingand optimization point of views. For example, Wang and
Chen [24] proposed a network-based approach to predict customer preferences for
choice modeling. Burnap et al. [25] made use of feature learning methods to improve
design preference prediction and found that interpretation and visualization of these
features augmented data-driven design decisions. MacDonald et al. [26] examined
customer preferencesforsustainable products with a multi-objective optimization
study. Long et al. [27] presented a frameworkto linkthe must-be requirements with
designin order to create more consumer-representative products.

Recently, many researchers examine customer preferences and needsfrom online
product reviews because they describe customer preferences and complaintsabout a

specificproduct from the users’ pointof view and thus provide a good channel for
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informing purchase decisions, customerneeds analysis, and product redesignand
improvement. For example, Singh and Tucker [28] proposeda machine learning
algorithm to predict product function, form and behaviorfrom online product review
data and they alsofound that the form of a product was highly correlated withits star
rating. In order to mitigate online product rating biases, Lim and Tucker [29] examined
reviewers’ rating histories and tendencies with an unsupervised model. Fergusonetal.
[30] proposedto combine ergonomically-centered cue-phrases to extract useful
information from online product reviews to informthe specifications of a product.
Suryadi and Kim [31] correlated online product reviews with sales rank to identify the
customers’ motivation behind product purchase decisions.

Unlike these methods, in this paper, we mainly focused on methods using sentiment
analysis, whichis widely used to analyze customer preferences and needs. Sentiment
analysisis a computational method to predict opinions, sentiments, and emotions
expressedinonline textsinterms of whetherthey are positive, neutral, or negative [32].
Both supervised and unsupervised methods have been proposed. Supervised methods
involve a manual labeling process. For example, Kim [33] proposed a sentimentanalysis
model based on word embeddings and convolutional neural networks, and this method
was able to obtain accuracy between 81.5% and 93.4% across various datasets. Li etal.
[34] trained an adversarial memory network for sentiment analysis across different
domains (e.g., product reviews vs. movie reviews) and visualized the pivotal words in
the review to improve the interpretability of their deep model. However, the majority of

sentimentanalysis methods fails to filter uninformative review data. For example, “I
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love Amazon Echo Dot”. Although itexpresses a positive review, it does not show what
specificcustomer needis satisfied, whichis not informative for customer needs analysis.
Therefore, inthis research, we incorporate a supervised filtering process to remove
those uninformative reviews using fastText.

Unsupervised methods make use of a list of affective lexicons semantically. For example,
Ding et al. [35] created a holisticlexicon list by exploiting external evidence and
linguisticrulesinthe language expressions. Zhou etal. [13] combined a list of affective
lexicons and a supervised learning method (i.e., fuzzy support vector machine) to
improve sentiment prediction performance. However, the majority of the work using
sentimentanalysis mostly predict online texts into positive, negative, and neutral
categories without an intensity score, which might not be sufficientto understand to
what degree customers are satisfied or dissatisfied. In thisaspect, we propose to use
VADER as an unsupervised methodto predict customer satisfaction quantitatively.
Hutto and Gilbert [16] has shown that this method was able to outperform human
raters in terms of F1 score, especially forsocial mediatext data.

Sentimentanalysis methods are also able to extract product attributes to understand
users’ opinions on them. For instance, Brooke et al. [36] proposed a technique, i.e.,
bootstrapped named entity recognition, to identify product attributes. Ozdagoglu et al.
[37] integrated quality function deployment and topic modelingto analyze different
topics related to the VOC data. Wang et al. [38] investigated unique customer
preferences of two competitive products usingan LDA-based topic modelingtechnique.

Due to the success of the LDA in topic modeling, we propose to apply LDA to

11
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understand different topics of customer needs within a product ecosystem. By using
topic modelingtechniques ratherthan specificproduct attributes, it allows us to
examine the interrelations across different products using groups of customer needs

within a specifictype.

SYSTEM ARCHITECTURE

The proposed system architecture isillustratedin Fig. 1. The input of the systemis the
raw review data and the output is different categories of customer needs based on the
analytical Kano model, indicating to what degree the current products and services
involvedin the ecosystem satisfy theircustomers. Between the input and the output,
there are four important steps, including preprocessing, topicmodeling, sentiment
analysis, and customer needs categorization as explained below. Note thatStep 1 and
Step 2 involve the human inthe loop while Step 3 and Step 4 are automated.

1) fastTextPreprocessing:In order to effectively remove the noise involvedinthe
raw review data, we propose to apply fastText to remove the uninformative
review data. fastTextis a supervised machine learningtechnique and, in this
research, we randomly selected a portion of the data for manual labelingto train
the model. Although such manual labeling can be laborious and time-consuming,
it can increase the data quality and efficiency of the following steps.

2) LDA Topic Modeling: After we obtain the informative review data, we apply an
unsupervised machine learningtechnique, LDA, to extract the topics involvedin
the review data. In this step, domain experts needto scrutinize and interpret the

topics identified from the LDA model in terms of differenttypes of customer

12
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needs of the product ecosystemto understand the interdependence across
different products and services within the product ecosystem.

3) VADER Sentiment Analysis: We use a rule-based unsupervised machine learning
technique, VADER, to perform sentiment analysis on informative review data.
The output of this step not only tells the polarity of the review, but also
calculates the intensity of the review, indicating the degree of customer
satisfaction or dissatisfaction.

4) Analytical Kano Model-based Customer Needs Categorization: Based on the
output from the second (i.e., topics) and third steps (satisfactionindex and
dissatisfactionindex), we make use of the analytical Kano model to understand

different categories of customer needs for the product ecosystem.

CASE STUDY — AMAZON PRODUCT ECOSYSTEM

We use an Amazon product ecosystem (see Fig. 2) to demonstrate the proposed
method because it is relatively easy to collect data from Amazon.com while review data
of other product ecosystems (e.g., Apple ecosystem) often span across different
websites. The Amazon product ecosystem consists of products and servicesin retail,
payments, entertainment, cloud computing, and others [39]. The review data are
collected between 2011 and 2018 from Amazon.com and the major products include
Amazon Kindle Fire tablets (7 inch, 8 inch, 10 inch), Kindle E-readers (Kindle Voyage,
Paper White), Fire TV (Fire TV, Fire TV Stick), Echo and Alexa devices (Echo Dot), and

other accessories (e.g., Kindle keyboards, Kindle leather covers, Fire TV power adapters,

13
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USB chargers). Since these products are closelyrelated to other services provided by
Amazon, such as Amazon Prime, streaming services, apps, games, music, and retail, the
review data go beyond evaluating products to include the related services. However, in
this research, we are only interested inthe services themselves ratherthan the content
provided by the services. There are a total number of 41421 comments, and they are
further segmentedinto 91738 review sentences. Furthermore, inorder to illustrate the
proposed method, we also include the followingfive review (shortforR) examples.

R1: “The build on thisfireis INSANELY AWESOME runningat only 7.7mm thick and
the smooth glossy feel on the back it is reallyamazing to hold its like the futuristictab in
ur hands.”

R2: “This amazon fire 8 inch tabletis the perfectsize.”

R3: “The battery life last along time.”

R4: “Ads are annoying.”

R5: “lI recommend it to other people.”

DATA PREPROCESSING USING fastText

The fastText Algorithm

The fastText algorithm is used to filter out noise from the raw review data. It isa
library created by Facebook for text classification and word vector representation [14],
and only text classification will be discussed in this paper. The structure of fastText
classification procedure is shownin Fig. 3. First, each word in a review is convertedinto

a vector usingword embeddings with d dimensions. Second, by averaging the word

14
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vectors, a review vector is obtained, which will be used as the input for the hidden layer.
Third, a predictionis made from the class probabilities generated from the softmax

function.

Filtering out Noise

Online product reviews can have a large amount of irrelevant content that is usually
uninformative for customer needs elicitation and analysis. The main criteria for an
uninformative review were 1) it does not describe a product attribute or a function that
satisfiesa customer need (e.g., “l have 4 other kinds of tablets” and “l recommend it to
other people”), 2) it only describes a general opinion about the product (e.g., “Loveit!”
and “Great product”), and 3) it describes some other product, not in the Amazon
product ecosystem (e.g., “We have Google home”, “iPad is too expensive”). Based on
these three criteria, two of the authors manually labeled a random sample of 10,000
reviews as informative or not to train and test the fastText model. Afterremovingfour
non-English and blank reviews from randomly selected 10,000 reviews, 9996 reviews
were manually labeled into two categories about customer needs: informative (7453
reviews labeled as 1) and uninformative (2543 reviews labeled as 0) reviews. Between
the two coders, the inter-rater agreement (Cohen’s kappa = 0.86) showed excellent
reliability of the coding process and those not consistent were resolved by discussions.
Then, we preprocessed the textdata, includingremoving punctuations, convertingall

lettersinto lowercase, and stemming. Then, the five preprocessed reviews (shortfor PR)

were shown as follows:
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PR1: “build fire insan awesom run 77mm thick smooth glossifeel back realliamaz
hold like futuristtab hand”

PR2: “amazon fireinch tablet perfectsize”

PR3: “batteri life lastlong time”

PR4: “ad annoi”

PR5: “recommend peopl”

In order to validate the fastText algorithm, we used a 5-fold cross-validation
technique. By selectingthe parameters involvedin fastText, including the number of
epochs = 30, the learningrate = 0.3, the dimension of word embeddings (i.e., dinFig. 3)
=100, and the number of word n-grams = 2, we produced the followingresults, i.e.,
Precision=0.91, Recall = 0.93, and Fiscore = 0.92. Finally, we trained all the labeled
data with fastText to classify the rest of the review data. For this process, we removed
19800 (21.58%) uninformative reviews out of the 91738 reviews and the rest 71938

reviews were used for the followinganalysis. Amongthe five PRs, PR5 was predicted as

uninformative and thus was removed while others were kept.

TOPIC MODELING USING LDA

The LDA Algorithm

LDA isan unsupervised machine learning model to discoverlatenttopics in text

data [15]. Each review document is considered as a mixture of latent topics with a
sparse Dirichlet distribution. The Dirichlet distribution samples overa probability

simplex. Assume that LDA predicts that a review documentis associated with topic 1

16


https://paperpile.com/c/QjWuX2/QFNc
https://en.wikipedia.org/wiki/Dirichlet_distribution
https://en.wikipedia.org/wiki/Dirichlet_distribution

ASME Journal of Mechanical Design

with 60%, topic 2 with 20%, and topic 3 with 20% and topic 1 is associated with three
words with probabilities 30%, 30%, and 40%, respectively. Thenthe three-dimensional
vector [60%, 20%, 20%] isa probability simplex as the topic distribution for this
document (see 8,, below), and [30%, 30%, 40%] is another probability simplex as the
word distribution for topic 1 (see ¢, below).LDAis able to identifyX topicsamong M
informative review documents of the Amazon product ecosystem. Assume that the total
number of words involvedin all the review data is V' so that each word is represented
by a V' dimensional one-hotvector,w,, = (0, ...,1,...0), i.e., only the v-thelementis 1
and others are all zeros. Each review documentcan be represented by a sequence of N
words, i.e., w = [wy, Wy, ..., Wy ]. Following [15], we can represent the LDA modelin Fig.
4, where boxesindicate repeated entities. Forexample, the outer box with M shows
that there are a total numberof M review documents. Those in white circles represent
latentvariables and onlya sequence of V words inthe shaded circle are the observed
variable.
The definitions of othersymbolsinvolvedin the model are defined as follows:

zZ =21, ), Zm, -, Zy ], Where z,,, isa topic, whichis a multinomial distribution over
words;

W = [Wq, W5, ...,Wy] is a review document with a sequence of N words;

D = [wy,..., Wy, ..., wy] is a collection of M review documents;

0 =1[6y,..,0m, .., 0], where 6, isa K-dimensional vector of probabilities, which
must sum to 1 and it isthe topic distribution (i.e., Dirichlet) forthe m-th document;

a=[ay, ..., Ay, -, Ay ], Where a,,, isthe parameter of the Dirichlet prior of 6,,;

17


https://paperpile.com/c/QjWuX2/QFNc
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank
about:blank

ASME Journal of Mechanical Design

® =[@1, -, Pk, -, Pk ], Where @, a V-dimensional vector of probabilities, which
must sumto 1 and it isthe word distribution for the k-th topic;

B =[P, Pr,--,Pk], where By isthe parameter of the Dirichlet prior of ¢y;
Based on the above notation, we can describe the graphic model of LDA in Fig. 4.
definesthe topic distribution 8 for all the M review documents. For the m-th document,
it has a sequence of N words, and each word is generated by the topic z,,. Furthermore,
each word is also governed by the word distribution ¢, conditioned onthe topicit
represents, and the word distributionis furtherdefined by the prior . That is how a
document with a sequence of N words is generated. Mathematically, the generative
process [15] is described as follows foreach document:

For the m-th document
draw a topic distribution froma Dirichlet prior 8,,,~Dir(a)
draw a word distribution from a Dirichlet prior ¢, ~Dir(f)
for the n-th word
draw a topic from the topic distribution z,,,, ~Multinomial (6,,)
draw a word from the word distribution conditioned on the topic
Zmn, 1.€., Wyp~Multinomial (¢, )
end for
end for
Based on this process, we need to estimate the parameters involvedinthe LDA model,
including 8, z, and ¢, giventhe corpse D and prior parameters @ and 5. Mathematically,

we needto estimate the parameters by maximizingthe posteriordistribution

18


https://paperpile.com/c/QjWuX2/QFNc

ASME Journal of Mechanical Design

P (6, .31,21.:, Pr:x | D; @10, B1.x) With maximum a posterior. However, it is intractable to
obtain the analytical solution of the parameter inference of the LDA model. Various
estimate methods have been proposed, including Gibbs sampling [40] and variational
methods [15]. In this research, we made use of the Text Analytics Toolbox in Matlab

2017b for parameter estimation.

Extracting Topics

The LDA algorithmis essentially aclustering method of unsupervised learning. In order
to determine the number of topics K and avoid the over-clustering problem, we applied
the perplexity measure [15], a frequently used measure to assess the prediction power
of the model on the testdata. Perplexityisa good measure of LDA performance. First,
we randomlyidentify a training dataset and a test dataset. Second, we train the LDA
model using the training dataset and then calculate the perplexity of the test dataset. A
lower perplexity value indicates ahigher prediction power. It is defined as the inverse of

the geometricmean per-word likelihood:

Yom=1 12gP(Wm) ) A

Perplexity(Dyest) = ca:p( - fo:l N
where Nm isthe total number of words inthe m — threview document in the test data
Diest with M review documents. In this research, we applied a 10-fold cross-validation
strategy to identify the minimum perplexity measure, based on which we selected the
number of topics. Fig. 5(a) shows how the perplexity measure changes on the test data

with different numbers of topics ranging from 8 to 30 with a step size of 2 for the 10

folds of data. At the same time, it also shows the time needed to train the model with a
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different number of topics. We selected the number of the topicto be 22 when the

minimum value of the perplexity measure (in mean =+ standard error) is 594.60 + 3.86.

We then plotted the histogram of the maximum topic probabilityin Fig. 5(b), and it
shows that there are still a large number of them with small probabilities. Thisindicates
that those with small probabilities might not fit well to the topic models. We assumed
that the maximum topic probabilities follow anormal distribution and setan empirical
thresholdmean(maz(Prob(topic))) — std(maz(Prob(topic))) (calculated as 0.26) and
excludedthose smallerthan this threshold. By thisassumption, we would exclude about
15.87% of the review data. In reality, this procedure removed 11373 reviews (15.81%)
out of the informative reviews and the rest (60565 comments) were used for the
followinganalysis. Fig. 6 shows the visualization of topics using word clouds. By
scrutinizingthe examples with probabilities over 0.5 that belongs to theirindividual
topics, three of the authors had a focus group to discussand interpret the natural
language topics qualitatively. The names of the topics are indicated above their
respective word clouds. Some topics were easierto interpret without examining the
review comments. For example, the first topic was named “Entertainment” and its top
stemmed words were “game, read, plai, book, watch, and movi”. However, others were
harder to interpretand typical review comments were examined to help name the
topics. For example, the third topic was named “Interaction”, which would be difficult
by only examiningthe word cloud. The typical review commentsincluded “the issue we
had was that it kept dropping the wifi connection” and “trying to type an email and the

keyboard would just stop working”. The extracted topics covered various products and
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servicesin the Amazon product ecosystem. For example, the topic, “Music-Related” not
only covered Amazon Echo, but also covered Amazon Music and other apps that could
stream music, such as Pandora. “Usability” mainly focused on the setup of various
devices, includingtablets, E-readers, Echo and Alexa devices and other usabilityissues.
“Hardware” mainly consisted of speakers, screens, batteries, cameras, and so on, across
tablets, e-readers, and Echo and Alexadevices. Furthermore, through the criti cal words
shared with different topics, we can identify theirinterrelations. Forexample,
interrelations between “Reading” and “Size” can be examined by the word “screen”, as

itis both relatedto them as evidencedin Fig. 6.

For the four PRs, we obtained the followingresults, PR1 was predicted to be the topic
“Hardware”, and its probability associated with thistopic was 0.36, which isthe
maximum among the 22 topics, i.e., the maximum topic probability (see Fig. 5(b)).
Similarly, PR2, PR3, and PR4 were predictedto be the topics “Size”, “Battery”, and
“Interaction” with maximum probabilities, 0.66, 0.73, and 0.47, respectively. Since the

maximum topic probability threshold was set at 0.26. All of those reviews were kept.

SENTIMENT ANALYSIS USING VADER
The VADER Method

VADER is a rule-based machine learning model based on empirically validated
affective lexiconsandis especially suitable forsocial media-like text data. According to

[16], we briefly describe how VADER is used to predict the sentimentand its intensity of

the review data. First, a list of affective lexicons was built based on well-established
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word banks, including LinguisticInquiry and Word Count [41], Affective normsfor
English words [42], and General Inquirer [43]. In addition, a full list of emoticons (e.g., “;-
)”, and “:-(”), acronyms and initialisms (e.g., “LOL”, and “BRB”), and frequently used
slang (e.g., “sux”, and “meh”) on social media was also incorporated. This full listended
up with over9000 affective lexical features. Second, a high-quality control process was
used to generate the intensity of the lexical features through Amazon Mechanical Turk.
Each lexicon was rated from -4 (most negative valence) to 0 (neutral) to 4 (most positive
valence) by 10 workers. These workers were screened, trained, and their ratings on data
were selected based on data quality checking, evaluation, and validation (see [16] for
details). Forexample, “easy” was rated as 1.9, “happy” as 2.7 while “hard” was rated as
-0.4 and “hell” as -3.6. Third, five generalizable heuristics were used to modify the
intensity of the review data by examiningthe punctuation emphasis, capitalization
difference, degree intensifiers, contrastive conjunction, and tri-grams before affective
lexiconsinthe data (Note for sentimentanalysis, punctuation was not removed and
words were not stemmed or converted to lowercase). Finally, the overall intensity was
calculated by averagingall the affective lexicon scoresinthe data and normalized
between -1 (extremely negative) and 1 (extremely positive). Forexample, “great deal”

was predicted as 0.6249, “Great deal!” as 0.6588, and “GREAT DEAL!!!” as 0.7163.

Predicting Sentiment

By incorporating various affective lexicons with rigorous human labeling and
generalizable rules, VADERis not only able to recognize the sentiment of the reviews,

but also can predictthe intensity of the sentimentvery accurately. Hutto and Gilbert
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[16] reported that VADER (r=0.881, F1 = 0.96) performed similarlyon human raters (r=
0.888) in terms of the correlation coefficient, but performed betterthan human raters
(F1=0.84) in terms of F1 score when classifying social media data into positive, neutral,
and negative. In thisresearch, we applied the VADER technique to the informative
reviews and normalized the intensity values betweenOand 1.

Of all the usable 60565 reviews, 13199 (21.8%) of them were predicted to be neutral,
41349 (68.3%) positive,and only 6017 (9.9%) negative. Fig. 7 shows the sentiment
distribution withintensity values from 2011 to 2018. Note those in[-1 0) are negatively
reviewed and those between (0, 1] are positively reviewed. The largerthe absolute
value, the higherthe intensity. The ratio of the cumulative sum between positive
reviews and negative reviews showed aninteresting trend within the Amazon product
ecosystem (see the orange linein Fig. 7 corresponding to the right vertical axis). Before
2014, itwas decreasingand the turning point was 2014, after which the number of
positive reviews increased more quickly than the number of negative reviews. Note the
ratio was always larger than 1, indicating there were always more positive reviewsthan
negative reviews. However, it should be cautious to interpret such results as the
number of reviews collected was relatively small before 2015 and the majority of them
were between 2016 and 2018.

Fig. 8 shows the histograms of sentimentintensity of individual topics obtained from
Section 6 of all the usable 60565 reviews. These individual distributions helptotell how
well each aspect of the Amazon product ecosystem performs. The valuesin the

horizontal axis, i.e., sentimentintensity, corresponds to the left vertical axis in Fig. 7. For
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example, “Great Value” shows that the majority of the reviews was positively evaluated
(those larger than 0) while only a small portion of them was negatively evaluated (those
smallerthan 0). However, the numbers of positive and negative reviewsin “Interaction”
were pretty much the same. Such distributionsindicate the degree to which users were
satisfied or dissatisfied with different aspects of the products and servicesinvolvedin
the product ecosystem.

For sentimentanalysis, we did not apply any text preprocessingtechniques (e.g.,
removing punctuations, converting all lettersinto lowercase, stemming), and it was only
conducted for usable informative reviews. Therefore, only the original R1 to R4
remained. The predicted sentiment scores were as follows, R1: 0.865, R2: 0.4588, R3:

0.4003, and R4: - 0.4019.

CATEGORIZING CUSTOMER NEEDS USING ANALYTICAL KANO MODEL

Categorizing Customer Needs

In order to further understand how each topic was evaluated by users, we
proposedto use an analytical Kano model to understand different types of customer
needsassociated with these topics. According to our previouswork [10], the analytical
Kano model is able to categorize customer needs associated with different topics
guantitatively based on theirdegree of customer satisfaction and dissatisfaction. The
i — thvalue pair of dissatisfaction-satisfaction{Xi, Y:), wherel < i < 22 js regarded as
i —th customer need of the Amazon product ecosystem normalized between 0O and 1.

Thus, as shownin Fig.9, a customer needis represented asa vector, Ti = (73, %’), where
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0 < =|ri|=/X?+Y?<+/2isthe magnitude of sand 0 < a; = arctan(Y;/X;) < /2
is the angle betweenthe horizontal axis and <. When the value of 7'i < 7, itis not
important to the customers, whichis considered as an indifferent customerneed, as
shown inthe area OF/in Fig. 9. When7i = "0and 0 < @i < oy, j.e,, thosein the area
FGDE in Fig. 9 are must-be customer needs. When"i = roand oL < o; < ay, j.e., those
in the area BCDGH in Fig. 9 are one-dimensional customerneeds. When”i = 70 and

ay < a; <m/2 j.e.,thosein the area ABHI in Fig. 9 are attractive customer needs.
Within the same category, a configurationindex can be defined asa function of " and “
to indicate the priorityin the product configuration process.

According to the analysis of complaints and compliments [44], the value pair of
dissatisfaction-satisfaction(Xi, Yi) was calculated based on the sentiment intensity
values of each topicin Section 7, the number of the positive reviews, and the number of

the negative reviews as follows:

NR;
X@Z)\XWXINRi' (Za)
PR; )
Yi = 7t x IPR,; (2b)

where A isa constant larger than 1 for negative reviews, indicating the degree of
aversionto dissatisfaction and with larger values expressing more aversion [45].

NR;, PRi,gnd 1'Fi are the total numbers of negative reviews, positive reviews, and all
the reviews of the ¢ — th topic, respectively, and{ N Riand { PR are the mean intensity
values of the negative reviews and the positive reviews of the i — 7/ topic, respectively.
In this research, we chose A = 3,70 = 0.4, = 7/6,and @ = T/3 35 an example.Fig.9

shows the categorizing results of the customer needsinterms of differenttopics
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identifiedin Section 6 usingonly data before Jan. 1, 2015 (Fig.9(a)), beforeJan. 1, 2016
(Fig.9 (b)), before Jan. 1, 2017 (Fig.9 (c)), and all the collected data. lllustratedin Fig.9
(a), Topic 10 (i.e., Smart Home) was an indifferent customerneed, Topic 16 (i.e., Apps)
was a must-be customer need, Topic 6 (i.e., Cost-effective) was aone-dimensional
customer need, and Topic 17 (i.e., Usability) was an attractive customer need. As the
types of customer needs evolved overtime, all the customer needs were one-
dimensional and attractive in Fig.9 (b) - Fig. 9 (d). For example, Topic10 (i.e., Smart
Home) was changed from an indifferent customerneedin Fig. 9 (a) to an attractive one
in Fig.9 (d) and Topic 20 (i.e., Charging) was changed from a must-be customer need to
a one-dimensional oneinFig.9 (d). Such a dynamic form of customer needs analysisis
helpful tounderstand the evolution of different customer needs within the Amazon
product ecosystem.

For the four PRs, all of them were commented after Jan. 1, 2017, i.e., correspondingto

Fig. 9(d). For example, R3: “The battery life lasta long time.” belongs to topic 18, i.e.,

“ ” — NR18 _ ﬂ _ _ % —
Battery” and Xyg = 2712 INRig = 3 X = x 0.3780 = 01225, Y15 = L IPRyg

% X 0.5782 = 0.5157. Using the parameters involvedinthe analytical Kano model,

0.5157
we computedthat a = arctan(
0.1225

) = 1.3377 = 76.64 degrees. Similarly, we can

calculate the results of R1, R2, and R4, and they correspond to Topic 8 “Hardware” as an
attractive customer need, Topic 21 “Size” as an attractive customer need, and Topic 3

“Interaction” as a one-dimensional customerneed.
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Sensitivity Analysis

In Section 8.1, we assumed that A = 3,70 = 0.4, = /6, and g = 7/3for illustrating
the resultsin Fig. 9. In this section, we want to lookinto how these parameters
influence the results. Fig. 10 illustrates how the results change when A takes the value of
2, 3,4, or 5. It shows that the value of A onlyinfluences dissatisfactionasitisthe degree
of aversion to dissatisfaction. When it increases, customer dissatisfaction alsoincreases.
Using the resultsfrom Fig. 9(d), it mostly influences whetherthe customerneedsare
attractive or one-dimensional due tothe fact that positive reviews are dominantin the
Amazon product ecosystem. Based on our previous study, the aversion to dissatisfaction
is oftenaround 2.5 and 3.5 [45], which would resultin a weak influence onthe overall
results.

Fig. 11 (a) shows how parameter 1y influences the resultsin Fig. 9(d). As shown in Fig.
9(d) the minimum value of 1 is 0.4437 for Topic 22. Therefore, as long as 1 is smaller
than this value, it will not change the resultsin Fig. 9 (d). Based on our previous
research, a typical value of 1 ranges from 0.3 to 0.5. If 1, takes the maximumvalue, i.e.,
0.5, the Topics of “Interaction”, “Cost-effective”, “Storage”, “Reading”, “Streaming”,
“Apps”, “Charging”, and “Amazon Prime” (i.e., 3,6, 7, 12, 15, 16, 20, and 22) would be
indifferent, which do not make sense. In other words, the resultsin Fig. 9 (d) actually are
reasonable. Finally, we examine the influence of a; and ay on the resultsin Fig. 9(d).
We varied the value of a;, from /12 to 7 /4 and the value of ay from /4 to 5m/12
based on our previousresearch [10]. As shown inFig. 11(b), when a; increasesfrom

/12 to /4, it changes the results of Topic “Turning Page” (i.e., 11) from one-
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dimensional to must-be. When the value of @y increasesfrom /4 to 5 /12, it changes
the results of Topics “Interaction”, “Cost-effective”, “Storage”, “Reading”, “Buying
Experience”, “Charging”, and “Amazon Prime” (i.e., 3, 6, 7,12, 13, 20, 22) from attractive

to one-dimensional, which tends to make sense. Therefore, the value of ay may needto

be increasedin Section 8.1.

DISCUSSIONS

Previousstudies (e.g., [12, 13]) have shownthat online product reviews are an
important information source for customer needs analysis. These reviews are available
publiclyand it is often easy to obtain at a lower cost compared to traditional interviews
and focus groups. However, in order to make use of such reviews, three challenges must
be tackled, includingfiltering out noise, processinga large amount of review data
efficiently and effectively, and identifyingand understandingthe rich structure of the

textdata [8].

Machine Learning Techniques

In order to filter out the noise involved in the reviews, we applied three steps, including
1) removinguninformative reviews, 2) removingreviews with the maximum topic
probabilities below the threshold, and 3) removing neutral reviews. First, we used the
fastText algorithm to remove uninformative reviews. Itis a very efficientalgorithm with
similar performance to advanced deep learningalgorithms [14]. We manually labeled
9,996 reviewstotrain and validate the model. The model trained was validated with

good accuracy and was used to remove 19800 uninformative reviews. Despite the fact
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that ittook us approximately 14 hours per expert coder (2 expert coders in total) to
label 9,996 reviews for trainingthe fastText model, it was much easier to do than to
conduct interviews and focus groups for data collection and coding for various products
and servicesinvolvedinthe product ecosystem. This is because other stepsinvolvedin
the proposed method is rather automated excepta 2-hour focus group to interpretall
the extracted topics from the LDA model. Furthermore, the model trained can also be
used for reviews of other types of products because the uninformative reviewstendto
be similaracross different products. Second, in the topic modeling process, there were
certain reviews with small topic probabilities forthe 22 generated topics. This means
that the model believesthe review was not related to the generated topics with high
confidence. Therefore, we considered these reviews asirrelevantto the 22 generated
topics and removed them for topic analysis. This process furtherremoved 11373
reviews (15.81%) from the informative reviews. Third, in order to assess the degree of
customer satisfaction and dissatisfaction about the product ecosyste m, we only kept the
positive and negative reviews, which againremoved 13199 reviews. By combiningthese
three steps, only 47366 reviews (51.63%) out of 91738 reviews were kept.Such a
cleaning process substantiallyimproved data quality.

In order to analyze a large amount of text data efficiently and effectively, we utilized
three different types of machine learningtechniques, including fastText (supervised
learning), LDA (unsupervised learning), and VADER (rule-based unsupervised learning).
Supervised machine learningtechniques usually involve amanual labeling process,

which takes more time than unsupervised machine learning techniques. However, the
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manual labeling processfor training the fastText model paid offin terms of good
accuracy infiltering noise inthe review data. However, there are still cases that the
fastText model wrongly predicted uninformative instances to be informative (i.e., false
positive), such as “this one is a lot different from the one i am replacing” and “i bought
this and we have had no problems at all withit”. One possible reasonis that the input
was a single review sentence excerpted from a whole review, which made it difficult to
identify the context of the review. This can furtheraffect the results of sentiment
analysis and topic modeling. Thus, more research isneededin thisrespect. In addition,
we believe that the cost associated with false positivesis higherthan that of false
negatives as noise can contaminate the customer needs while the missing customer
needs may be rediscoveredinother informative instanceswhena large amount of
review data is collected. Thus, we can increase the cost of false positivesintrainingthe
model to reduce the instances of false positives forfuture work. Furthermore, we
considered the information of core competitors as noise so that all the topics extracted
are only associated with the Amazon product ecosystem. More research isneeded (e.g.,
aspect-based sentiment analysis) to make use of such information for customer needs
analysis.

The LDA topic model effectively extracted the topics withinthe Amazon product
ecosystem, and the generated topics cover a variety of products and services withinthe
product ecosystem. Although it could be subjective ininterpretingthe topics, by
examining the most representative reviews, it was helpful to understand the topics. In

the future, we can label part of the data for topic modelingin order to further improve
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the accuracy of topic generation [46], though such a process can be time-consumingas
the labelsinvolved can be large. The VADER technique is effective in sentiment analysis
with good accuracy [16]. It not only produced the sentiment of the review, but also
calculated the intensity of the sentiment. By aggregating the numbers of positive
reviews and negative reviews and their correspondingintensity values within atopic, we
calculated customer satisfaction and dissatisfaction. Comparedto self-reported data,
such a methodtends to produce better results with limited time and resources. The
number of reviewsis generally much larger than the number of participants in
interviews and focus groups. In addition, it is often time-consumingto collect self-

reported data across a variety of products and services withina product ecosystem.

Understanding Customer Needs in Product Ecosystems

In order to understand the rich structure of the review data, we examined customer
needs of the product ecosystem from the following aspects. First, the proposed method
tellswhich aspect of the product ecosystem performs well and which needs further
improvement. For example, Fig. 8 clearly shows which types of customer needs did not
perform well, such as “Interaction” and “Turning Pages” and possible associated reasons
can be identifiedin Fig. 6 with the keywords, including connection, time, and app issues
for “Interaction”, and screen, button, touch, and time issuesfor “Turning pages”.
Moreover, Fig. 9 (d) shows that which types of customer needs are one-dimensional

(e.g., “Interaction”, “Streaming”, “Reading”) and further efforts can be done to improve

the performance of these needs.
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Second, we categorized customer needs and theirrelative importance using the
analytical Kano model to understand them at the ecosystem scale. When there are
multiple products and servicesinvolvedinthe product ecosystem, how different
functions are allocated or shared among them can influence userexperience to a great
deal. For example, “Amazon Prime” as a subscription service offers customers free 2-day
delivery, streamingvideo and audio, and other benefits. Thisinfluences the customer
needsinvolvedinthe topics of “Buying Experience”, “Alexa-Related (streaming music)”,
“Streaming”, and “Entertainment”. Furthermore, even withinthe same category, we can
still distinguish the priority of the customer needs quantitatively. That is, the larger the
values of the magnitude and angle in™i — (i, ”‘i), the more important the customer
needsare. For instance, “Buying Experience” tends to be more important in satisfying
customers than “Storage” in Fig.9(d). Hence, the ability to understand the relative
importance of various customer needs gives further guidance interms of the priority of
the company strategies.

Third, another important advantage of the proposed methodis how to identify the
interdependence amongdifferent products and services withinthe product ecosystem.
Customer needs withinthe product ecosystem often span across more than one
product or service. For instance, Amazon prime enables users to watch prime videos
and read books for free on various Kindle devices, and Alexais able to facilitate buying
experience and interacting with other Amazon products (e.g., turn on Fire TV). This can
be evidenced by the customer reviews, e.g., “We are Prime Members and that is where

this tablet SHINES. | love beingable to easily access all of the Prime content as well as
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moviesyou can download and watch later...”, “It has the ability to talk to Alexa, surf the
web, listen to music and read books/magazines.” Furthermore, Fig. 6 shows the
keywordsinvolvedin different customerneedsand those shared by different customer
needsindicate the intuitive interdependence among them. Understanding how such
directional relationshipsinfluence the design of various products and servicesis the key
to better satisfy customer needsin the product ecosystem. However, more research is
neededto study the relationships formally using directed graph models, for instance.
Fourth, the proposed method is able to examine the customer needs dynamically with
regard to theirtemporal dimension. Fig. 7 shows the distribution of positive, neutral,
and negative reviews and theirsentimentintensity overthe years. By examiningthe
trend, itseems that 2014 is a turning point for the Amazon product ecosystem, in which
the increasingrate of positive reviews surpassed the increasing rate of negative reviews.
This resultis highly correlated (p = 0.82) with the annual Amazon net income from

2011 to 2018 (see www.statista.com/statistics/266288/annual-et-income-of-

amazoncom/). In addition, we used the analytical Kano model for different sets of the
data, i.e., data before 2015, before 2016, before 2017, and all the collected data, to
categorize the customer needs related to each topic. By comparing them, we can
dynamically tell how customer needsrelated to one specifictopicevolve. For example,
before 2015, there are indifferent customerneeds (e.g., smart home), which seemsto
make sense, as Alexawas released on November 6, 2014, and not much smart home
functions or apps were available by then. By the time of 2018, customer needsrelated

to smart home already became attractive.
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Finally, our proposed method takes online product reviews as input and customer needs
and their categories within the product ecosystem as output. In this sense, the proposed
method is not able to analyze customer needs of product ecosystems which do not have
review data. However, the customer needsidentified can be used to identify the gapsin
fulfilling customerneedsin the product ecosystem, which can help develop new
products. Although we used the Amazon product ecosystem as a case study, the
proposed methods can apply to othertypes of product ecosystems (e.g., Apple product
ecosystem) using data crawling algorithms whenincreasingly more users are reviewing
products and services on social media (e.g., Twitter.com), review forums (e.g.,
Yelp.com), and online shopping websites (e.g., Amazon.com, Walmart.com). Such a
method can not only help customers for purchasing decisions, but also support
companiesfor strategic planning in product design and offerings within a specific

product ecosystem.

Limitations and Future Work

Kano [47] pointed out that successful product attributesfollowed a certain life cycle
from indifferentto attractive, to one-dimensional, and finally to must-be. One good
example was the remote control of a TV set and itwas an attractive attribute in 1983, a
one-dimensional attribute in 1989, and a must-be attribute in 1998. However, the
results we obtained tended to be counterintuitive as several customer needs became
attractive ones from must-be ones. First, the results we obtained were based on the
analysis of complaints and compliments [44], i.e. the number of positive and negative

reviews as well as theirsentimentintensity. This was slightly different fromthe
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conventional definition of the dissatisfaction/satisfaction pairsinthe analytical Kano
model, making it more appropriate to identify different types of customer needs when
different productsand servicesinthe ecosystem were reviewed invarious use cases
[48]. Moreover, the availability of the data was not balanced across time. The number of
product reviews was only 493 and fewertypes of products and services were involvedin
the Amazon product ecosystem before 2015. Thus, the results before 2015 might not be
as reliable as those after 2015.

Second, we also observedthat in Fig. 7 the increasing rate of positive reviews tended to
go up much more quicklythan the increasing rate of negative reviews. Thisseemedto
echo the fact that the introduction of new products (e.g., Echo and Alexadevices) and
upgrades of old products (e.g., Kindle HD Tablets) from 2015 to 2018 continuously kept
differenttypesof customer needsin the attractive category at the product ecosystem
level. Forexample, Topic 19 (“Alexa-related”) was one-dimensional before 2016, but it
became attractive in 2017 and 2018 (see Fig. 9), indicatingit was continuously delighting
customers with more skillsadded over time. In addition, consistent with the technology -
push model, this could be due to the general technology trend software updates
addressingbugs in early versions of hardware/services, which resulted in more positive
reviews and moving customer needs from the must-be category to the attractive one
(seeFig.9). Therefore, the results can be very differentfora demand-pull product
ecosystem (e.g., Ryobi’s 18V One Ecosystem) and more research is needed for this
aspect. Although first-generation technological products are strongly pushed by the

innovations, theirlater versions often emphasize customerneedsto a great extentin
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order to compete with similar products inthe market (e.g., Kindle tablets vs. iPad).
Anotherpossible reason is that it might take a longertime than the analyzed data in this
research for the product ecosystem to show its full lifecycle. Forexample, the remote
control took 15 years to become a must-be attribute from an attractive attribute [47].
Alternatively, our model facilitates an awareness of the life cycles of various products
and services, which is helpful to determine whentointroduce the new
products/upgrade and services.

We also need to point out other limitations of the proposed method. We only
categorized customer needs related to the topics extracted at the product ecosystem
level. Therefore, more detailed analysis with regard to individual products and services
should be conducted in order to understand theirindividual performance inthe future.
Furthermore, the ultimate goal of customer needs analysisis to inform product design
forits later stages. Although our current resultsimprove designers’ understanding of
customer needs of the product ecosystem by their differentlevels of importance
guantitatively perceived by the customers, it fails to directly validate the proposed
method interms of fulfillingthese customerneeds for product ecosystem
configurations by taking producers’ capacity into account. Hence, more research is
neededto further map these customer needs to various product attributesto optimize

configurations of the product ecosystem.

CONCLUSIONS

In this paper, we proposed a machine-learning approach to effectivelyand

efficiently analyze customerneeds of product ecosystems based on the user-generated
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online product reviews. We addressed three challenges, includingfiltering out noise,
analyzing a large amount of text data, and understandingthe rich structures of these
data by usingthree different machine techniques andthe analytical Kano model. The
fastText algorithm removed uninformative review data, the LDA topic modeling method
effectively extracted 22 topics related to customer needs, and the VADER method
predicted both sentimentand sentimentintensity values of the reviews of each topic.
Finally, the analytical Kano model was used to categorize customer needsrelated to
each topic quantitatively. The proposed method was illustrated with a case study of the
Amazon product ecosystem and the results demonstrated the potential of the proposed

method.
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NOMENCLATURE
K Number of topicsidentified in LDA
M Number of informative review documents
V4 Total number of wordsinvolved inthedata
w, V dimensional one-hot vector
N Number of words ina review document
w w = [wy,W,,...,wy]is areview document with a sequence of Nwords
z Z =2y, , Zypy -, Zy |, Where z,, is a topicas a multinomialdistribution over words
D D = [wy,..., W, ..., Wy ] is a collection of M review documents
0 0,, is a K-dimensional vector of probabilities, which must sumto 1 and it is the topic
distribution (i.e., Dirichlet) forthe m-th document
a a=[ay, ..., Ay, ...,y ], where @, is the parameter of the Dirichlet prior of 6,,
) ©=[@q . P, Pk], Where @, a V-dimensional vector of probabilities
B B = 1[B1,,B - Bxl, where By is the parameter of the Dirichlet prior of @
Np, Total number of words inthe m - th review documentintestdata
Diest Testdata in a review document
L3 Vector representation of the customer needs
g Angle between the horizontal axis and”#
X, Y; Pair of dissatisfaction-satisfaction
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ry The magnitude of "¢

NR; Total number of negative reviews of thei - th topic

PR; Total number of positive reviews of the i - th topic

TR; Total number of all reviews of thei - th topic

INR; Mean intensity values of the negative reviews of the i - th topic

IPR; Mean intensity values of the positive reviews of the i - th topic

A A constant larger than 1 for negative reviews, indicating the degree of aversion to

dissatisfaction
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(a) Validation perplexity and time elapsed (in mean + standard error)
changing with the number of topics; (b) Histogram of the maximum
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Customer needs and theirclassification based on the analytical Kano
model. (a) Using data before Jan 1, 2015; (b) Using data beforeJan 1,
2016; (c) Using data before Jan 1, 2017; (d) Using all the collected data
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forlegend)
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9(a) for legend)
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Fig. 6 Topics extracted from the review comments. Note words were preprocessed (e.g
stemming, removing stop words and punctuation, convertingto lowercase) and the
word cloud under each topic emphasizes the most probable words with larger font sizes
in orange while ignoringotherless probable words with smallerfont sizesin grey
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